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Classification of Speech Signal using Phase 
Space Analysis – A case study in Bangla 

Arup Saha, Bhaskar Gupta, Asoke Kumar Datta 

Abstract—The main objective of this paper is to classify the speech signal into its basic components viz. quasi-periodic, quasi-random, 
and quiescent using a time-domain based state phase analysis algorithm. The uniqueness of the phase space algorithm is the conversion 
of a single dimension speech signal into the two-dimension array for the construction of the phase plot. These phase plots are later on 
used for the building of a deviation graph from where four classification parameters have been derived. As a case study of our algorithm we 
have selected the Bangla language for training and testing purposes. All the speech signals taken for this experiment have been recorded 
at the sampling frequency of 8 kHz with a 16-bit encoding system at a studio environment. The recording of the normal Bangla sentences 
has been done by 8 speakers across different age groups. A comparative study of the classification of the basic class of speech signal 
using Naïve Bayes’ classification algorithm and k-NN classifier with weighted Euclidean as a distance function is also done. It has been 
observed that there is a significant improvement of classification results from 95.5% to 97.5% on using Bayes’ classification algorithm over 
the k-NN classifier with weighted Euclidean as a distance function. The reduction of one parameter for classification along with the 
application of a maximum voting algorithm brings up the classification result further to 98.6%. The results seem to be encouraging and are 
expected to be replicated for other spoken languages also.  

Index Terms—Phase Space Analysis, Speech Recognition, Deviation Plot, Phase Plot, Naïve Bayes Classification, Quasi Periodic, Quasi 
Random, Quiescent, Time Domain Analysis  

——————————      —————————— 

1 INTRODUCTION

N today's world, technology for man-machine interaction is 
gaining more and more importance in the life of people. The 
major reasons for such a rise in the prominence of man-

machine interaction are due to the immense enhancement in 
computation power, digital connectivity, and efficient algo-
rithm related to the popularization of artificial intelligence. 
Moreover, it is also proving to be a great tool for the accessing 
and dissemination of much-needed information to the func-
tionally illiterate persons who are till now negated of the fruit 
of the digital revolution. 

The speech processing unit is one of the important compo-
nents in the design of the human-computer interface as the 
information content of speech is very high in comparison to 
other communicating media [1]. To make the human-
computer interface system more effective, the speech recogni-
tion system has to be adequately efficient [2]. The last few dec-
ades have witnessed the development of various time domain, 
frequency domain, and hybrid algorithms for speech recogni-
tion.  

In order to increase the efficiency of the recognition system, 
a bottom-up approach has been adopted here where the iden-
tification of the speech signal in the form of its corresponding 
text is done through a sequence of combination and refine-

ment of knowledge base with speech parameters at various 
stages of processing [3]. It has been observed through a series 
of experiments that human beings recognize speech from the 
signal using the bottom-up approach [4]. In the bottom-up 
approach, the main thrust lies in the identification of phonetic 
units viz. quasi-periodic rather than on the phone viz. /a/ 
itself [3]. In order to achieve the above objective, one has to 
identify the following basic classes of the signal viz. quasi-
periodic (QP), quasi-random (QR) and quiescent (Q) with the 
highest percentage of recognition so that the overall recogni-
tion rate increases. From here onwards the basic component of 
the signal viz. quasi-periodic, quasi-random, and quiescent 
will be referred to as Q3. In this regard, several algorithms 
have been developed using both time domain and frequency 
domain parameters [5]. One of the main advantages of using 
the time domain parameters is its simplicity of being extracted 
from the signal itself. On the other hand, they are liable to get 
corrupted in presence of the large noise [6], and hence re-
searchers turned their attention towards the development of 
algorithms in the frequency domain [7]. The major disad-
vantage of using frequency-domain parameters is its complex 
process of extraction despite it being robust in presence of 
noise. To overcome this problem, the researchers started look-
ing into time-frequency domain parameters i.e. parameters 
related to both time and frequency domain [8][9][10][11]. In 
this approach, the researchers are using time-frequency do-
main parameters in the neural networks to achieve the desired 
result [12]. 

As mentioned in the previous paragraph, one of the main 
usages of the Q3 component of the signal is in the application 
of the speech recognition system where the phonemes are be-
ing recognized through a bottom-up approach. Apart from 
speech recognition, the Q3 component of the speech signal is 
used in the speaker identification and verification system by 
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comparing the segmental feature of the speech with the origi-
nal speaker. Similarly, in the language recognition system, the 
simple frequency distribution of the Q3 component of the sig-
nal can be used to group the languages according to their fam-
ily with the highest degree of recognition [13]. Moreover, the 
proper classification of the Q3 component of the signal can be 
used as an initial stepping stone for the rapid development of 
speech resources like annotated corpora for further research in 
speech technology.       

In this paper we have tried to develop a time-domain pro-
cess of automatic segmentation of the raw speech signal into 
its constituents viz. quasi-periodic, quasi-random, and quies-
cent (Q3). So far, we have seen that there is no such single al-
gorithm available in the time domain by which one can get all 
three basic components of the signal at the same time. This 
very fact motivated us to develop a time-domain signal pro-
cessing unit that can automatically label the signal into its con-
stituents Q3 with the highest degree of recognition rate so that 
it is useful in a bottom-up approach for speech recognition. 
One of the main highlights of this algorithm is the conversion 
of a single dimension speech signal into a low dimensional 
array of parameters. A comparative study for classification of 
the basic constituent of the signal using Euclidean distance 
classifier and Bayes classifier have been explored. The current 
study has been conducted on a large set of Bangla speech da-
tabase [14]. 

The Bangla language is one of the most widely spoken lan-
guages in the world. According to a current survey, it ranked 
fifth as the most spoken native language of the world [15][16] 
with approximately 228 million people as a first language 
speaker and 37 million as a second language speaker [16][17]. 
It is not only one of the scheduled languages of India and the 
state language of the state of West Bengal but also the national 
language of Bangladesh. The Bangla language belongs to the 
Indo-Aryan group of languages of the Indo-Iranian branch 
which in turn belongs to the Indo-European language family 
[18]. It is believed that the Bangla language has evolved from 
Sanskrit and Magadhi Prakrit language [19]. Dialect-wise 
Bangla is divided into two main branches: Western and East-
ern. The Western branch consists of Rarha, Varendra, and 
Kamrupa. Rarha is further sub-divided into South Western 
Bangla and Western Bangla. The present study is based on the 
Western Bangla which is the official dialect of West Bengal 
and popularly known as Standard Colloquial Bengali (SCB) 
[20]. The Bangla Language consists of 47 phonemes out of 
which 33 are consonants and the rest are vowels along with 
their nasalized counterpart.    

The rest of the paper is organized as follows. A detailed 
proposed state phase algorithm has been explained in section 
2. A brief description of the phase space parameter derived
from the deviation plot along with the classification algorithm 
using k-NN with Euclidean distance metric and Naïve Bayes 
classifier is also presented in section 2. The experimental pro-
cedure for the automatic labeling of the raw signal using the 
state phase parameter is enumerated in section 3 followed by 
results and discussion in section 4. Finally, the conclusion is 
given in section 5.  

2 METHODOLOGY 
The basic objective for the bottom-up approach in speech 
recognition is the correct identification of the phonetic events 
instead of the phoneme itself. These phonetic events are real-
ized in form of voice, noise, friction, etc. in the speech signal. 
For identification of the above-said signal components, a time-
domain phase space algorithm is being developed for the ex-
traction as well as identification. This section details the de-
scription of the phase space algorithm. 
2.1 Phase Space 
The reconstructed phase space algorithm involves the con-
struction of the phase space portrait which will be used explic-
itly for capturing the dynamic trajectory of the signal. The 
phase portrait is constructed by plotting the time series of the 
signal against itself with some time lag.  

Let the discrete-time series of the speech signal be repre-
sented by (1), where N represents the total samples in the dis-
crete signal.  

 21  ,  ,  ,  Nx x x x  (1) 

Then the reconstructed phase space (trajectory matrix) hav-
ing m embedding dimensions and t delay can be expressed as 
in (2). 
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where M= N-(m-1) *t. Here M represents the number of points 
on the phase portrait at the particular delay. These points are 
referred as phase points. 

The matrix  
1 2

T

MX X X    represents the phase points of the 

reconstructed phase portrait. In case of a perfectly periodic 
signal, it is expected that the phase points consisting of sample 
points having t delay corresponding to time period T or mul-
tiple of it (i.e. at a phase difference of 2π or multiple of it) will 
lie on the unit line as shown in Fig 1. Whereas the phase 
points of the aforesaid signal which have samples point at a 
delay corresponding to T/4 (i.e. at a phase` difference of π/2) 
will be most scattered from the unit line as shown in Fig 1. 
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FIG. 1. PHASE PLOT OF PERFECTLY PERIODIC SIGNAL AT A PHASE DIFFERENCE 

OF  /2 AND 2  

Very similar behavior can be observed in the case of the 
quasi-periodic signal. In this case, all such phase points having 
their sample points at a time delay of T will lie near the unit 
line and not on the line itself. This is attributed to the very fact 
that the source of production of the periodic signal in the case 
of the human being is glottis, which is a biological unit and 
not a mechanical unit. Hence the duration of each period in 
the utterance is not precisely the same.  Thus, it forms a very 
flat and narrow region near the unit line in the phase plot as 
shown in Fig.2. In case of delay corresponding to T/4, the re-
gion formed by phase points in the phase space plane will 
have a widespread as seen in Fig. 3.  

 

FIG. 2. PHASE PLOT OF BANGLA VOWEL /AA/ AT A PHASE DIFFERENCE OF 2  

 
FIG. 3. PHASE PLOT OF BANGLA VOWEL /AA/ AT A PHASE DIFFERENCE OF  /4 

Thus, it seems that the spread of the region in the phase 
portrait may be used for the determination of the fundamental 
frequency of the quasi-periodic signal. In order to calculate the 
spread or deviation of the phase point from the unit line, let us 
consider a phase portrait having an embedded dimension of 2. 
Let R (xi, xi+t) be a single phase point on the phase space plane 
obtained from (2) having delay t. The above said phase por-
trait is given in Fig. 4. 

In Fig.4, let line OP be the unit line. In order to find the dis-
tance of the phase point R (xi, xi+t) from the unit (slope) line, a 
perpendicular is drawn from R to the unit line. Let the inter-
section point between R and the unit line be denoted as S. 
Points A and B are denoted as the intersection points between 
the perpendiculars drawn from point R to the corresponding 
axis y and x-axes respectively. Hence the coordinates of point 
A is [0, xi+t] and B is [xi,0]. Let the intersection point between 
the line RB and unit line be denoted as T. It is evident from 
Fig.4 that the angle between BOT, OTC, BTO, and STR is π/4. 
The steps for calculation of the distance RS are given in the 
following steps. 
BT = OB = xi [As BT and OT are the edges of the right-angled 
isosceles triangle OBT] 
TR = RB - BT = xi+t - xi 
RS2 + TS2 = TR2 
2RS2 = TR2 [As TS and RS are the edges of the right-angled 
isosceles triangle RST] 

 22   / 2i t iRS x x    (3) 
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FIG. 4. PHASE POINT R  AT T DELAY IN PHASE PLANE 

Hence the deviation of a phase point from the unit line is 
nothing but the difference of the value of the sample points of 
the phase point as it is evident from (3). Therefore, the total 
deviation of the phase point in the phase portrait plot at a par-
ticular delay t may be defined as the sum of the square of the 
difference of the sample points of the phase points. This is de-
noted as   in (4). 

2( )t i t ix x     (4) 

Let be the series consisting of total deviation of the phase 
point in phase portrait plot of the signal at various time delay t 
as given in (5). The plot of the above said sequence of devia-
tion values i.e.  plotted against the time delay can be referred 
to as deviation plot henceforth. 

1 2[ ]n      (5) 

Fig. 5b-7b gives the deviation plot of the constituent Q3 of 
the speech signal together with the corresponding original 
time-domain representation of the signal as given in Fig 5a-7a. 
On visual examination of all the three-deviation plots of the 
basic Q3 constituents of the signal reveals that there is a high 
chance of forming separable groups among itself. Hence the 
percentage of classification of the basic Q3 constituent of the 
speech signal will be on the higher side. The parameterization 
of the deviation plot will be discussed in a later section of this 
paper. 

It is also interesting to note that in the case of the quasi-periodic 
segment, one of the values of the delay sequence   will be 
minimum at time period T or multiple of it (i.e. at a phase 
difference of 2π or multiple of it). The position of the minimum 
spread value in the delay sequence will give the actual time period 
of the signal. 

 

FIG. 5. (A) ) QR SIGNAL AND (B) DEVIATION PLOT OF QR SIGNAL  

 
FIG. 6. (A) Q SIGNAL AND (B) DEVIATION PLOT OF Q SIGNAL 

 
FIG. 7.(A) QP SIGNAL AND (B) DEVIATION PLOT OF QP SIGNAL 

2.2 Parameters 
In the previous section, we have seen that the deviation plot 
itself can be used to identify the basic Q3 constituent of the 
speech signal. Some of the following interesting observations 
can be made from Fig. 5-7. In the case of a quasi-random sig-
nal, the number of minima is significantly larger than that for 
the other two classes of the signal. A large standard deviation 
value/spread of the sequence of total deviation of the phase 
point at different delay i.e   is being observed for the quasi-
periodic signal. Furthermore, the average value of the lowest 
minima in the deviation plot for the quasi-periodic signal 
seems to be less than that of the quasi-random signal. Finally, 
a flat plateau can be seen in the deviation plot for the quies-
cent class which is absent for the other two classes. The four 
parameters are formally defined as below: 
2.2.1 Rate of Minima(R) 

It is defined as the total number of valleys V of the se-
quence of total deviation of the phase points i.e.   over the 
given period of time as given in (6). 

 R V T  (6) 
where V is the cardinality of the set of valleys 

 1 2 , , , Vv v v    formed the sequence of   and T is the 

duration of the window in which the feature extraction is 
done. The series { }V  so formed contains both the delay and 

the amplitude information of the deviation plot. The valleys of 
the series { }V  so formed should satisfy the following condi-

tion 1 1t t t       except 1 1t t t       

2.2.2 Spread ( ) 

Spread is defined as the standard deviation of the 
deviation plot that has been formed by the sequence of . This 
is defined as in (7) 

   
1/2

2

1

1

1

P

t
tP





 

     
  (7) 

2.2.3 Minimum Value (M) 

The minimum value (M) of the set of valleys { }V  which are 

constructed from a sequence of total deviation of the phase 

point at different delay i.e.  t . Mathematical representa-
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tion is given in (8) 
{ }VM Minimum   (8) 

The minimum amplitude of the series  V  is chosen in such 

a manner that it should lie between the admissible pitch ( ) 
values. Usually MAX =400 Hz and MIN =50 Hz. 

2.2.4 Flat Count (Fc) 
It is defined as the total number of consecutive three points in 
the deviation plot which are lying at the same or near about 
amplitude.  

1 1 1 1( * ) ( * ) ( * )t t t t t t                 (9) 

where   is a constant and through a series of experimenta-
tion the value of the constant   is found to be 0.05. 

The length of the initial window for the extraction of the 
above said four parameters are set to be 15 milliseconds. Once 
the pitch period is detected then the length of the default win-
dow will be set to the pitch period. 

2.3 Classification Algorithm 
In this study, we have taken two classifiers namely the Naïve 
Bayes classifier and k-NN classifier using the Euclidean Dis-
tance metric for identification of the basic Q3 component of 
the signal. The above two different classes of classifiers have 
been chosen for comparison of the performance of classifica-
tion of the basic Q3 component of the signal using the afore-
said four-parameter. The details of the aforesaid two classifiers 
are as follows. 
Naïve Bayes classifier belongs to the family of a probabilistic 
classifier. It is basically a parametric machine learning algo-
rithm. The main assumption of the Naïve Bayes classifier is 
the independence of the feature set among themselves. Let the 
Bayes theorem along with the above-said assumption be rep-
resented by (10). 

( | ) ( )
( | )

( )

P X c P c
P c X

P X
  (10) 

where c represents the class label of the basic Q3 component of 
the signal and X represents the above-said set of four parame-
ters, which are derived from the deviation plot.  Let this X set 
be represented by eq 11. 

1 2( , , .., )nX x x x  (11) 

where n is the total number of parameters and j is the class 
number. Substituting the value of X in eq 11 then we have eq 12. 

1 2
1 2

1 2

( | ). ( | ).... ( | ) ( )
( | , ,... )

( ). ( )... ( )
j j n j j

j n
n

P x c P x c P x c P c
P c x x x

P x P x P x
       (12) 

Equation 13 represents the generalized form of (12). Here 

1 2( ). ( )... ( )nP x P x P x  is constant across all the classes and 

hence it is dropped from (12). 

1 2
1

( | , ,... ) ( ) ( | )
n

j n j i j
i

P c x x x P c P x c


   (13) 

Assuming that the attribute follows a normal distribution ac-
cording to the central limit theorem, the conditional probabil-

ity ( | )i jP x c  can be written as in (14). 
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i ij

ij
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i jP x c e










  (14) 

The class which returns the maximum probability will be as-
signed to the test segment. This is illustrated in (15). 

1

arg max ( ) ( | )
n

c j i j
i

P c P x c

  (15) 

Equation 15 will return the class with maximum probability.  
The next classifier taken for the current study is k-NN with 

the weighted Euclidean distance as a distance metric. This 
classifier belongs to the class of non-parametric classifier as it 
does not make any assumption on the underlying data. Let 

ij and ij  represents the mean and standard deviation re-

spectively of the jth class of the ith parameter. Then weighted 
Euclidean distance jD  for the jth class is given in (16) 

 0.52 2

1

( )
p

j i ij ij
i

D x  


   (16) 

where p is the total number of parameters. The jth class which 
has a minimum Euclidean distance jD  will be assigned to the 

test variable.  

3. EXPERIMENTAL DETAILS 
A total of around 400 sentences uttered by 8 speakers have 
been taken for the current study. The selection of the speakers 
has been done in such a manner that it covers almost the entire 
age range starting from child to old of both sexes. This has 
been done consciously to capture any variation of the signal 
across the age groups and sex. The metadata of the speakers is 
given in Table 1. 

TABLE 1 
METADATA OF SPEAKER 

Speaker ID Sex Age Group Nativity 

Sp1 M 10-20 SCB 

Sp2 F 10-20 SCB 

Sp3 M 20-30 SCB 

Sp4 F 20-30 SCB 

Sp5 M 30-40 SCB 

Sp6 F 30-40 SCB 

Sp7 M 40-60 SCB 

Sp8 F 40-60 SCB 

 
In Table 1 the nativity of the informants refers to the resi-

dence and birthplace of the speaker, with both their parents 
belonging to Kolkata and neighborhood [21].   

The average duration of each of the recorded sentences is 
around 4 seconds. The database of around 1000 segments for 
each of the basic Q3 constituents of the speech signal is care-
fully manually segmented from the recording. The average 
duration of such segments is around 50 milliseconds. The pre-
pared dataset is equally divided into two halves; one for train-
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ing and the other for testing. All the recordings have been 
done at the studio environment. All the speech files are rec-
orded in a mono channel, using the sampling frequency of 
8000 Hz with 16 bits encoding. Internationally for voice com-
munication, every channel is allotted bandwidth of 4000Hz 
including the guard band. Accordingly sampling frequency of 
8000 Hz is chosen to ensure the Nyquist rate. After the record-
ing and careful preparation of the dataset including annota-
tion by experienced linguists, the aforesaid four parameters 
are extracted.  
In this paper, both Naïve Bayes and Euclidean distance algo-
rithm have been used for comparison of classification of the 
basic Q3 constituent of the speech signal. An attempt has been 
taken to find the best and optimal combination of the above 
said four parameters for the classification of the basic Q3 con-
stituent of the speech signal. 

4 RESULT AND DISCUSSION 
Fig. 8-11 shows the frequency distribution of the above-said 
parameters. It can be observed from all the frequency distribu-
tion charts that majorly there is an overlapping of two classes 
but the third one separates out quite significantly. For exam-
ple, from Fig. 8 it is evident that the quasi-periodic class gets 
separated from the other two classes. Frequency distribution 
of count minima rate as shown in Fig. 9 indicates that there is 
a high chance of separation of quasi-random class from the 
rest of the two classes. Whereas frequency distribution of min-
imum amplitude as represented in Fig. 11 indicates the capa-
bility of using for separation of quiescent from the other two.   

 
FIG. 8. FREQUENCY DISTRIBUTION OF SPREAD 

 

FIG. 9. FREQUENCY DISTRIBUTION OF COUNT MINIMA RATE 

 
FIG. 10. FREQUENCY DISTRIBUTION OF FLAT COUNT 

 
FIG. 11. FREQUENCY DISTRIBUTION OF MINIMUM AMPLITUDE 
But there is a deviation of the above-said observation in the 
case of flat count where the basic Q3 constituent classes of the 
signal cannot be separated as seen in Fig. 10. Hence no single 
parameter may be used for classification Q3 of the speech sig-
nal. Therefore, a multi-parametric classifier is used for better 
classification of basic Q3 components of the signal as indicated 
by frequency plot of spread, count minima rate, and minimum 
amplitude. 

TABLE 2 
CONFUSION MATRIX OF Q3 FOR FOUR PARAMETERS 

  
Classified As 

QR Q QP 

O
ri

gi
n

al
 

C
la

ss
 QR 97.30 1.09 1.28 

Q 1.47 96.76 1.77 

QP 2.26 0 97.74 

 
The confusion matrix for the classification of basic Q3 compo-
nents of the signal using the above said four parameters are 
given in Table 2. The overall recognition rate comes out to be 
97.5 % which seems to be very encouraging. Both quasi-
random and quasi-periodic have the highest rate of recogni-
tion of around 97.6%. The major misclassification of around 
3% occurs for the quiescent class which gets almost equally 
distributed to quasi-random and quasi-periodic class. This 
miss classification may be attributed to the flat count parame-
ter as indicated in Fig. 10. 
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TABLE 3 
CONFUSION MATRIX OF Q3 FOR FOUR PARAMETERS 

  
Classified As 

QR Q QP 
O

ri
gi

n
al

 
C

la
ss

 
QR 98.3 1.0 0.07 

Q 1.4 96.9 1.7 

QP 2.5 0 97.5 

 

Hence a three-parameter classifier excluding flat count is 
used for the construction of the confusion matrix given in Ta-
ble 3. The overall recognition rate by using 3 parameters 
comes out to be 97.6%. The improvement occurs due to an 
increase in the recognition rate of the quasi-random signal 
which now turns to be 98.3%. Although we have dropped the 
flat count parameter from the parameter set the overall recog-
nition set improves by only 0.1%. One of the main reasons 
attributed to the low recognition of the quiescent class may be 
the ambient noise present in the speech signal. The confusion 
matrix for classification of basic Q3 components of the signal is 
given in Table 2 and Table 3 is based on the individual period 
in case of quasi-periodic signal and default window size in 
case of quiescent and quasi-random signal for the given input 
segment signal.  
Table 4 represents the confusion matrix for the classification of 
the basic Q3 component of the signal is given in terms of the 
maximum voting system. The description of the maximum 
voting system (MVS) is as follows. Each input segment con-
sists of one or many windows of finite length. Each of these 
windows is then classified into one of the basic Q3 compo-
nents of the signal. Based on the maximum number of occur-
rences of the defined class, the segment is classified to that 
particular class. 

TABLE 4 
CONFUSION MATRIX OF Q3 FOR THREE USING MVS 

   Classified As 

  QR Q QP 

O
ri

gi
n

al
 

C
la

ss
 QR 100 0 0 

Q 0 98.1 1.9 

QP 1.4 0 98.6 

 
It is interesting to note that the overall recognition rate has 

increased from 97.6% to 98.8%. Around 1.2% of misclassifica-
tion occurs in a quasi-periodic and quiescent class of signal. 
Table 5 represents the confusion matrix for the classification of 
the basic Q3 component of the signal using the Euclidean dis-
tance classifier over the same database. The overall recognition 
rate of the basic Q3 component comes out to be 95.5%. It is 
interesting to note that the major miss classification occurs in 
the quiescent class. Majorly around 6% of the quiescent class 
signal is getting confused with the quasi-periodic signal and 
around 2% is getting confused with the quasi-random signal. 

TABLE 5 
CONFUSION MATRIX OF Q3 FOR FOUR PARAMETERS USING K-NN 

   Classified As 

  QR Q QP 

O
ri

gi
n

al
 

C
la

ss
 

QR 96.53 0.55 2.92 

Q 2.65 91.16 6.19 

QP 2.0 0 98.0 

 
It is very interesting to note that there is a noteworthy im-
provement of the recognition rate of identification of the basic 
Q3 component of the signal from 95.5% to 98.8% by using the 
Naïve Bayes classifier than Euclidean Distance classifier. Even 
though the recognition rate of 97.4% for the identification of 
basic Q3 components using phase space parameters has been 
reported in one of the studies [22] using the Euclidean Dis-
tance Classifier but still the proposed Naïve Bayes Classifier 
outperforms it. It is more interesting to observe that the result 
obtained in the previous study [22] have been done on the 
carefully recorded CVC non-sense syllable whereas, for the 
current study, the segments have been chosen from the nor-
mally spoken sentences. Thus, the improvement of the current 
result, obtained in the classification of the Q3 component of 
the signal is quite indicative of its practical usage in the speech 
recognition algorithm.   

5. CONCLUSION 
In this paper, we have explored the role of the phase space 
parameter in the identification of the basic Q3 component of 
the signal. Simple four-time domain parameters derived from 
the deviation plot have been used for the classification of the 
basic Q3 component of the signal. A speech corpus of 1000 
segments of each of the basic Q3 components of the signal, is 
divided equally into two parts for training and testing pur-
poses. A comparative study of the Naïve Bayes and Euclidean 
Distance classifier has been done for this paper. It can be seen 
that there is a significant improvement of the recognition rate 
in the classification of the basic Q3 component of the signal 
from 95.5% to 97.6%. It is interesting to note that there is a 
slight increase in the recognition rate when one of the phase 
space parameters, namely flat count is dropped from the pa-
rameter set. Hence the reduction in the number of parameters 
for the process of recognition will eventually lead to the reduc-
tion of processing time. Moreover, using the maximum voting 
system, the recognition rate goes up to 98.8%. Although we 
have taken the Bangla language for the current study but the 
results should be equally applicable for other languages also. 
Finally, we can conclude that by using the simple time-domain 
approach like state phase we can get a comparable or better 
recognition rate for classification of basic Q3 components of 
the signal than that of the more complex frequency domain 
approach [22]. 
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